Computer Representation of Floating-Point Numbers

A classic computer nerd T-shirt reads:

“There are 10 types of people in the world.
Those who understand binary and those who don’t.”

We need to be among those who do understand, because the use of a binary representation of numbers has important implications for computational programming. If we use $N$ bits (a bit is either 0 or 1) to store an integer, we can only represent $2^N$ different integers. Since the sign takes up the first bit (in general), we have $N-1$ bits for the absolute value, which is then in the range $[0, 2^{N-1} - 1]$. A C++ int uses 32 bits = 4 bytes, which means the maximum integer is $2^{31} \approx 2 \times 10^9$ (an unsigned int goes up to $2^{32} \approx 4 \times 10^9$). This doesn’t seem very large when you consider that the ratio of the size of the universe to the size of a proton is about $10^{24}$ [1]! [Note: Comair had computer problems in Christmas, 2004 caused by a computer using 16 bit integers, which limited the number of scheduling changes per month to $2^{15}$. That was exceeded because of storms and the whole software system crashed!]

A unique, well-defined, but in general approximate representation is used for “floating point” numbers (as opposed to the representation for integers). It is a form of “normalized scientific notation”, where in the decimal version 35.216 is represented as $0.35216 \times 10^2$ or, more generally,

$$x = \pm r \times 10^n \quad \text{with} \quad 1/10 \leq r < 1,$$

with $r$ called the “mantissa” and $n$ the “exponent” (note that the first digit in $r$ must be nonzero except when $x = 0$). Here is the basic form for the binary equivalent:

$$(\text{any number}) = (-1)^{\text{sign}} \times (\text{base 2 mantissa}) \times 2^{(\text{exponent field})-\text{bias}},$$

and the computer stores the sign, base 2 mantissa, and the exponent field. The bias serves to keep the stored exponent positive, so that we don’t need to store its sign, saving a bit.

Let’s look at an analogous base 10 representation with six digits kept in the mantissa, one digit in the exponent, and a bias of 5:

$$-\frac{4}{3} = -1.333 \equiv (-1)^1 \times (.133333) \times 10^{[6-5]} ,$$

where we would store the 1 (for the sign), 133333, and 6. What are the largest and smallest possible numbers, and what is the precision? The exponent can be as large as 9 or as small as 0 so the numbers range from $0.1 \times 10^{-5}$ to $0.999999 \times 10^4$. The precision is six decimal digits. This means that while we can represent $x = 3500 = 0.35 \times 10^{[9-5]}$ and $y = 0.0021 = 0.21 \times 10^{[2-5]}$, if we try to add them and store the result, we find that $x + y = x$!

In base 2, the mantissa for a single-precision float takes the form

$$\text{mantissa} = m_1 \times 2^{-1} + m_2 \times 2^{-2} + \cdots + m_{23} \times 2^{-23} ,$$
where each \( m_i \) is either 0 or 1, so there are 23 bits to store (each of the \( m_i \)'s is either 0 or 1). For the sign we need 1 bit. If we use 8 bits for the exponent, that is a total of 32 bits or 4 bytes (i.e., 1 byte = 8 bits). To have a unique representation with all numbers having roughly the same precision, we require \( m_1 = 1 \) (except for 0) since, for example, we could otherwise represent 1/2 as both \((1 \times 2^{-1}) \times 2^0\) and \((1 \times 2^{-2}) \times 2^1\). (Thus, \( m_1 \) doesn’t have to be stored in practice and we could, in principle, pick up an extra bit of storage.) The largest number stored would be

\[
\begin{array}{ccccccccc}
0 & 1111 & 1111 & 1111 & 1111 & 1111 & 1111 & 1111 & 1111 \\
\text{sign} & \text{exponent} & \text{mantissa}
\end{array}
\]

(5)

and the smallest number would be

\[
\begin{array}{cccccc}
0 & 0000 & 0000 & 1000 & 0000 & 0000 & 0000 & 0000 \\
\text{sign} & \text{exponent} & \text{mantissa}
\end{array}
\]

(6)

To figure out the actual range of numbers that can be stored, we also need to specify the bias, which is \( 127_{10} = 01111111_{2} \) for single precision. This means that the number 0.5 is stored as

\[
\begin{array}{cccccc}
0 & 0111 & 1111 & 1000 & 0000 & 0000 & 0000 & 0000 \\
\text{sign} & \text{exponent} & \text{mantissa}
\end{array}
\]

(7)

It also implies that (you verify these!)

- largest number: \( 2^{128} \approx 3.4 \times 10^{38} \)
- smallest number: \( 2^{-128} \approx 2.9 \times 10^{-39} \)
- precision: 6–7 decimal places (1 part in \( 2^{23} \))

(8) (9) (10)

If a single-precision number becomes larger than the largest number, we have an overflow. If it becomes smaller than the smallest number, we have an underflow. An overflow is typically a disaster for our calculation while an underflow is usually just set to zero automatically without a problem. For a double precision number, eight bytes or 64 bits are used, with 1 for the sign, 52 for the mantissa, 11 for the exponent, and a bias of 1023. Exercise: Figure out the expected range of numbers and the precision for doubles.

[Note: This discussion of floating point numbers is based closely on Refs. [1] and [2]. The actual implementation for the computers we use is the IEEE standard for floating-point numbers, which introduces some slight differences.]

Most floating-point numbers cannot be represented exactly (those that can are called “machine numbers”). For example, the decimal 0.25 is a machine number but 0.2 is not! We can use Mathematica to find the first digits of the base 2 representation of 0.2:

\[
\text{BaseForm}[0.2,2]
\]

yields 0.0011001100110011001101_2 and the pattern actually repeats indefinitely (can you do base 2 long division to derive this by hand?). Now suppose we only had enough storage to keep 0.00110011.
As a decimal, this is 0.19921875. So the actual number deviates from the computer representation. The maximum deviation is related to the *machine precision*.

Any number \( z \) is related to its machine number computer representation \( z_c \) by

\[
z_c = z(1 + \epsilon) \quad \text{with} \quad |\epsilon| \leq \epsilon_m ,
\]

where \( \epsilon_m \) is the machine precision, which is defined as the largest number \( \epsilon \) for which \( 1 + \epsilon = 1 \) in a given representation (e.g., float or double). *Note that the machine precision \( \epsilon_m \) is not the smallest floating-point number that can be represented.* The former depends on the number of bits in the mantissa while the latter depends on the number of bits in the exponent [3].

In MATLAB, numbers are stored in double precision, which means they will have about 16 decimal places of accuracy. Repeated operations (e.g., multiplications or subtractions) can *accumulate* errors, depending on how numbers are combined. We see this when taking numerical derivatives, integrals, and so on.
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